CSC 320- Practice Final Exam
Summer 1993

1. For each of the folwing languages, indicate the most reswetid the
classes belw into which it falls

(@) finite

(b) regular

(c) contat-free

(d) Turing-decidable
(e) Turing-acceptable
() Noneof the abwe.

Example:

L = {a"b" : n=0} The correct answer is (c) sintes context-free, but is notge
ular.

In this question, we will us@(M) to denote the encoding of aufing MachineM and
o(w) to denote the encoding of the string Assume that the encoding scheme used is as
described in class and in the text.

i) The complement ofaal_] bb) (a[] b)*

i) {a™:n=0}

____ii) {ww: w O{a,b}}

v) { p(M) p(w) : MisaTM, wis an input string }

V) { p(M) p(w) : TM M accepts inputv }

vi) { p(M) p(w) : TM M does not accept inpwt }

vii) { p(D) p(w) : D is a DFA which accepts W
viii) { p(D) : D is a DFA which accepts some finite langge }
iX) { p(D) : D is a DFA which accepts some langga which is not regular }

X) { p(M) p(a) : TM M has at least one transition on the symagl

xi) { p(M) p(a) : TM M prints the symbch when started on a blank tape }
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xii) { p(M) p(a) : TM M prints the symboa when started on a blank tape
after computing for at most one billion steps }

xiii) { p(M) p(w) : M is a deterministic TM whil halts onw after an even

number of moves }

xiv) {stringsin {a, b} with length less than 13}

xv) ab b a

Xvi) @

xvii) {wwRuu®: u,w O{a,b}}

xvii) {wwuu: u,w O{a,b}}

2.

(@)
(b)
()

(d)

xxix) { aP: pis apime number }

xx) { W : w is the unary notation fot0¥ }

Draw the transition diagrams for BFaccepting the follwing two languages.
Do not include apdead states.

L, = (aall] ab)’ (b) L, = (all]ba)

Label thestates q4, qy, - - Label thestates rq, ry, - --

(c) Usethe construction for proving thatgelar languages are closed under

intersection to construct a BForL; N L.

Contet-free languages.
Gveam®AforL; = {fwcucw : uyw O{a,b} }.
Give a ontext-free grammar fdr, = {wcwRcu : u,w O{a,b} }.

Whatis L; N L,? Use the pumping lemma to pethat this language is not
context-free.

Prove that context-free languages are not closed under intersection.



(@)

(b)

()

(@)
(b)

(€)

Turing Machines

Designa TM M, which when started on inpwt O {a, b}, positions the
tape head one square to the right of the blank at the lefthand endGie
the transition function and a machine schemavipr

Considethe following TM:

Does this TM eer write a “c” w hen started on input

) abba? yes no (Circle the correct response)
i) aba? yes no (Circle the correct response)
i) abab? yes no (Circle the correct response)

Whatlanguage wer 2, = {a, b } does the TM from part (b) accept?

Whichof the following problems are undecidable? Justify your claims.
Isthere ag input on which the TM of question 4 part (b) writesca?

Given some arbitrary stringv 0 {a, b}, does the TM of question 4 part (b)
eva write a “c” w hile computing on inputv?

Wl an arbitrary TMM eve write the symbol‘c” w hen started on a blank
tape?

TheHamilton Path and Cycle Problems were stated on the exam. Please refer
to the study aid.

(a) Gwen that the Hamiltonian Path Problem is NP-completeyeoat the
Hamiltonian Cycle Problem is NP-complete.
Hint: Deleting ag edge from a Hamiltonianycle gves a Hamiltonian
path.

(b) Supposé told you that | could sokrthe Hamiltonian cycle problem in
O(n®) time wheren is the number of ertices in the graph. What is the
significance of this?



