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1 Vector Operations

1.1 Addition

Given 7, W € R™:

U1 + wy
L. V2 + w2
T+d =
Up + W,
1.2 Scalar Multiplication
Given 7 e R*,s e R:
SUp
SUg
sU =
SUp,

1.3 Dot Product
Given 9,w ¢ R":
T- W =viwy +vaws + ...+ v,wy,
Another way to calculate the dot product:
Given ¥, with Zvw = 6:
¥ - W = ||0]||| ]| cos 8
1.3.1 Properties of the Dot Product

Given vectors i, U, W and scalar s, the following properties hold:

<y

o Commutative ¢ - W = o -
e Associative (s?) - W = s(v' - W)

e Distributive @ - (0- @) =4 -0+ d -0



1.3.2 Uses of the Dot Product
e From the dot product we can define the length of a vector, .

We can find the length, ||#7]|, of a three-dimensional vector, @ € R3

[|F]] = Vvr x v1 4+ v x vy + v3 * U3

e We can define the concept of orthogonality. We say two vectors, ¥, are

orthogonal (perpendicular) if 7- 4 =0
e Given vectors, ¢, we can find the projection, p, of 1 onto 7.

LU
p = = —ov
- T
¥, @ and the projection, g, of ¥ onto @ we can find a vector,

e Given vectors,
q orthogonal to .

7=a0-7
1.4 Cross Product
Given ¥, € R?
VoaWs — V3Wy
TX W= V1wW3 — v3wW1
V1W2 — Va2W1

We can calculate the magnitude of the cross product:

Given #, with Z7% = 6
|7 > ]| = [|5][|w]| sin 6

1.4.1 Properties of the Cross Product
Given vectors i, ¥, @ and scalar s, the following properties hold

e UXW=—wWxXT
+ 4 xw

<y

e Distributive @ x (7 W) = @ X
e Associative (s¥) x @ = s(¥ x &)



1.4.2 Uses of the Cross Product

e Given vectors ¥, W we can find a vector @ which is perpendicular to both
¥ and .
U=7XW

o If the cross product of two vectors is 0, that means the vectors are colinear.

2 Vector Spaces

A wvector space over R" is a set of vectors, for which any vectors @, ¢, W ¢ R”
and any scalars r, s € R have the following properties:

e Closure under addition:
v+ weR?

Associative property of addition:
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Additive inverse:

Closure under scalar multiplication:

s e R”

Associative property of scalar multiplication:

r(s¥) = (rs)v

Distributive properties of addition:

s$(T+ W) = s+ sw and (r + s)¥ = rv + s¥

Identity for scalar multiplication:

10=4



2.1 Some useful vector space definitions

3

The vectors ¥y, . .., U in a vector space V span a subspace S if every ¥ € S
can be written ¥ = a171,...,0U; where a; € R for all 1 <3 < k.
The vectors ¥1,...,7; in a vector space V are linearly independent if

a1V,...,ap0, =0iff a; =0forall 1 <i<k.

The vectors 91, . ..,U, form a basis for V if they are linearly independent
and they span V.

The dimension of a vector space V is the number of vectors in any basis
for V.

A collection of vectors 1, ..., U} is mutually orthogonal if each pair ¥;, U;
with ¢ # j is orthogonal.

A basis consisting of mutually orthogonal vectors is called an orthogonal
basis. If the vectors are also unit vectors then the basis is called an
orthonormal basis.

Matrix Operations

3.1 Addition
Given A, B ¢ R™*":

a1 +bui ... aip+bin

a21 +ba1 ... asy +ban
A+ B= .

Gm1 +bm1 ... amn+bdmn

3.2 Scalar Multiplication
Given A e R™*™ and s € R:

Saii1 .. SQqin

Sa921 .. SQaon
sA =

Sam1 --- SAmn

3.3 Vector Multiplication

Given A € R™*™ and ¥ € R":

a11V1 + ...+ a1pVn
as1v1 + ... + asy vy

Am1V1 + ... + AmnUn



